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Abstract

An ambitious goal of proteomics is to elucidate the structure, interactions and functions of all proteins within cells and organisms. One strategy to determine protein function is to identify the protein–protein interactions. The increasing use of high-throughput and large-scale bioinformatics-based studies has generated a massive amount of data stored in a number of different databases. A challenge for bioinformatics is to explore this disparate data and to uncover biologically relevant interactions and pathways. In parallel, there is clearly a need for the development of approaches that can predict novel protein–protein interaction networks in silico. Here, we present an overview of different experimental and bioinformatic methods to elucidate protein–protein interactions.
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Introduction

Protein complexes are dynamic structures that assemble, store and transduce biological information. A major post-genomic scientific and technological pursuit is to describe the functions performed by the proteins encoded by the genome. Within the cell, proteins assemble into complexes and dynamic macromolecular structures. It is primarily as components of complexes that proteins perform cellular functions. These macromolecular structures engage in tasks critical for cell survival, such as regulation of metabolic pathways, and control DNA replication and progression through the cell cycle, as well as a myriad of minor but important functions.

The implementation of large high-throughput sequencing projects constitutes a revolution in our approach to human genomics. The human genome project has provided the sequence for approximately 30 000 genes. This number does not differ substantially from the number of genes of the nematode worm Caenorhabditis elegans, suggesting that genomic complexity may partly rely on the contextual combination of gene products. Moreover, protein splice variants and post-translational modifications complicate matters by transforming these human genes into millions of proteins. Fortunately, proteomics (the study of the protein complement of the genome) offers opportunities to understand protein expression and protein function. While the genome is fixed, the proteome is much more dynamic. It changes during cellular development and in response to external stimuli. To fully understand the cellular machinery, simply identifying the proteins present is not enough. All of the interactions between them must also be delineated. The characterization of protein–protein interactions is essential to the understanding of the molecular role of the cell in the execution of various biological functions. These interactions form the basis of phenomena such as DNA replication and transcription, metabolic pathways, signaling pathways and cell cycle control. The association of more than two partners in a single complex introduces levels of complexity and regulation beyond binary interactions. The networks of protein interactions described recently (e.g. (Uetz et al. 2000, Ito et al. 2001, Gavin et al. 2002, Ho et al. 2002)) represent a higher level of proteome organization that goes beyond simple representations of protein networks. They represent a first draft of the molecular integration/regulation of the activities of cellular machineries.

The challenge of mapping protein interactions is vast, and many novel approaches have recently been developed for this task in the fields of molecular biology, proteomics and bioinformatics.

The charting of genome-scale protein-interaction maps is a first step forward addressing this challenge. A eukaryotic protein–protein interaction, or interactome, mapping effort has been initiated for Saccharomyces cerevisiae. However, many of the protein–protein
interactions that are relevant for understanding human biology, diseases and development only take place in multicellular organisms. Recently, the interactome maps of multicellular model organisms have emerged (Walhout et al. 2000, Giot et al. 2003).

The term proteomics was introduced in 1995 (Wasinger et al. 1995). This domain has seen a tremendous growth over the last nine years, as illustrated by the number of publications related to proteomics. The major goal of proteomics is to make an inventory of all proteins encoded in the genome and to analyze protein properties such as expression level, post-translational modifications and interactions. A number of recently described technologies have provided ways to approach these problems. The most common technologies used in proteomics today are two-dimensional sodium dodecylsulfate polyacrylamide gel electrophoresis (2D SDS-PAGE) for protein separation, mass spectrometry (MS) and protein identification through manual interpretation or database correlation of mass spectra. Integration of these steps is essential for a successful proteome experiment yet it relies on accurate knowledge of the parameters influencing each step. The improvement of these techniques has led to large-scale research in proteomics (Fleischmann et al. 1995, Anderson et al. 2000). It is now possible to identify a large fraction of proteins of a given proteome.

The final step in the characterization of proteins requires the application of bioinformatics tools to process existing experimental information. Bioinformatics tools provide sophisticated methods to answer the questions of biological interest. A number of different bioinformatics strategies have been proposed to predict protein–protein interactions. These include the use of information derived from reference maps of interacting domain profile pairs (Wojcik & Schachter 2001), conserved gene-pairs and correlated prokaryotic interacting gene products (Dandekar et al. 1998), clusters of orthologous proteins (Tatusov et al. 1997), phylogenetic profile (Pellegrini et al. 1999) or tree similarity (Pazos et al. 1997), gene fusion events (Marcotte et al. 1999), location within a functional cluster map (Schwikowski et al. 2000) and others.

Bioinformatics therefore has a critical role in the analysis of protein–protein interaction. Several databases that accumulate these data are currently available. These databases play an essential role in visualizing and integrating their own experimental data with the information about protein–protein interactions available in the Database of Interacting Proteins (DIP) (Xenarios et al. 2002), the General Repository for Interaction Datasets (GRID) (Breitkreutz et al. 2003a), the Biomolecular Interaction Network Database (BIND) (Figeys 2003) and the Human Protein Reference Database (HPRD) (Peri et al. 2004).

Figure 1 Representation of methods employing mass spectrometric identification of proteins.

The focus of this paper is to describe experimental and bioinformatics approaches for determining protein–protein interactions (Fig. 1). We also discuss the interpretation of protein–protein interaction information to elucidate protein function.

Experimental approaches

I: Molecular biology based methods

Traditionally, protein interactions have been studied by genetic, biochemical and biophysical techniques such as protein–protein affinity chromatography, immunoprecipitation, sedimentation and gel-filtration (Phizicky & Fields 1995). However, the speed with which new proteins are being discovered and predicted has created a need for high-throughput interaction detection methods. Consequently, in the last few years, methods based on molecular and cellular biology have been developed for the discovery of protein–protein interactions (Uetz et al. 2000, Ito et al. 2001, Gavin et al. 2002, Ho et al. 2002).
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The best known method for screening binary protein–protein interactions is the yeast two-hybrid system, first introduced in 1989 (Fields & Song 1989, Ito et al. 2000). Two-hybrid procedures are typically carried out by screening a protein of interest against a random library of potential protein partners. Plasmid DNA is recovered from cells expressing interacting proteins, and the genes are identified by DNA sequencing. Thus, this approach provides information about the interaction between two proteins. It can also be used to identify unknown proteins. Additionally, it has been applied in high-throughput mode across the entire proteome of an organism to produce a comprehensive protein–protein interaction map (Uetz et al. 2000, Ito et al. 2001).

The yeast two-hybrid system is based on the fact that many eukaryotic transcription factors have discrete and separable DNA-binding and transcriptional activation domains. In this system, protein–protein interactions are tested by fusing one protein to the DNA-binding domain of the yeast GAL4 transcription factor, and the second protein to the GAL4 activation domain. The GAL4 transcription factor consists of separable domains responsible for DNA-binding and transcriptional activation (Keegan et al. 1986). Plasmids encoding two-hybrid proteins, one consisting of the GAL4 DNA-binding domain fused to protein X (protein of interest, called the bait) and the other consisting of the GAL4 activation domain fused to protein Y (often called the prey) are transfected into yeast. Interaction between proteins X and Y leads to the transcriptional activation of a reporter gene containing a binding site for GAL4. The interaction is detected by assaying for expression of a responsive reporter gene.

Although the yeast two-hybrid system is a powerful method, it has several limitations. First, it cannot detect interactions requiring three or more proteins or those depending on post-translational modifications (Ito et al. 2002). Also, variations in the state of protein–protein interactions under different cellular conditions (e.g. normal versus apoptotic cell) cannot be confirmed. Moreover, it is not applicable to studies of the kinetics of protein–protein interactions. Finally, a major disadvantage is the significant number of false positives (interaction that is not of biological origin) (Uetz 2002). The use of two or more reporter genes to assay for an interaction can diminish this number, but true interactions must generally be confirmed by an alternative method. One reason for the high number of false positives is that detected interactions could be unrelated to the physiological setting. This may also generate false negative results for proteins not native to the nucleus. The two-hybrid protein interactions take place in the nucleus, and so many proteins are not in their native compartment. For example, detection of the endogenous interactions of compartmentalized proteins such as cell surface receptors is not possible (Wehrman et al. 2002). Finally, in some cases, the protein of interest may not be endogenous to yeast, making it possible to identify proteins that do not normally interact under physiological conditions.

High-throughput yeast two-hybrid methods have been used to detect protein interactions in yeast (Uetz et al. 2000, Ito et al. 2001). The array method was used by Uetz et al. to screen 192 yeast bait proteins against nearly all of the 6000 predicted yeast proteins. From this, 281 discrete interacting protein pairs from 87 bait proteins were found. A total of 5341 yeast bait proteins (87% of total yeast open reading frame (ORFs)) were screened by Ito et al. against the yeast prey library. In their study, 692 discrete interacting proteins pairs from 817 bait proteins were identified. A most interesting result of these large-scale studies is the fact that the vast majority of protein–protein interactions reveal novel potential interacting proteins.

To use these datasets to build robust and statistically significant protein-interaction networks, it will be essential to quantify the intrinsic error rates in these interactions. This will be challenging, because it is difficult to define a basis protein-interaction dataset with which to validate the experimentally identified interactions. Yet it is critical because in yeast, for example, there are a possible 18 million protein interactions (given 6000 proteins), of which only a small fraction is relevant biologically.

In an attempt to evaluate the quality of these interaction datasets, the results of these two large-scale studies of interacting proteins have been analyzed in detail (von Mering et al. 2002). The conclusion is that the interaction datasets contain a considerable number of false positives and are missing many true protein interactions. However, comparisons of interaction data are difficult because datasets are often derived under different conditions, come in different formats and need to be benchmarked against a trusted reference set. There are some plausible reasons for this small overlap. The methods may not have reached saturation, are known to produce a significant fraction of false positives and may have difficulty with certain types of interactions (Uetz et al. 2000, Ito et al. 2001).

Despite these drawbacks, the yeast two-hybrid system is established as a standard technique in molecular biology and serves as an appropriate method for proteomics analyses (Pandey & Mann 2000). High-throughput yeast two-hybrid screens have been performed in Escherichia coli (Bartel et al. 1996), hepatitis C virus (Flajolet et al. 2000), Vaccinia virus (McCrath et al. 2000), S. cerevisiae (Ito et al. 2000, Uetz et al. 2000), Helicobacter pylori (Rain et al. 2001) and C. elegans (Walhout et al. 2000). One benefit of the method is that it is independent of endogenous protein expression. In addition, this in vivo technique is often more sensitive than in vitro techniques, and thus may be more suited for the detection of weak or transient and unstable interactions.
interactions. Although yeast cells offer a convenient system for these types of interaction studies, the two-hybrid system has also been adapted to function in bacterial and mammalian cells (Figey 2002). This system has undergone numerous modifications and has been adapted for the study of not only protein–protein interactions but also DNA–protein interactions and RNA–protein interactions (Causier & Davies 2002).

An important contribution of the two-hybrid method in the field of nuclear receptors is shown by numerous publications on steroid receptors and thyroid hormone receptors. It helped to determine the role of coactivators and corepressors in the mechanism of steroid/thyroid receptor action (Shibata et al. 1997). Giovannone et al. (2003) worked with Grb10, a protein that binds to the intracellular domain of activated tyrosine kinase receptors, including insulin-like growth factor (IGF-I) and insulin receptors. Using yeast two-hybrid screening, the N-terminus of Grb10 was shown to interact with two novel proteins designated GIGYF1 (Grb10 interacting GYF protein 1) and GIGYF2. The cloning of the vitamin D receptor partner steroid receptor coactivator-1 (SCR-1) was carried out by a two-hybrid study (Gill et al. 1998). Convinced by the usefulness of this technique in the field of signal transduction, Pirson et al. (1999) applied this two-hybrid system to isolate partners of new proteins implicated in signal transduction in the thyroid. Two proteins were isolated by differential screening as specifically regulated by the cAMP pathway, the other one is involved in the inositol-phosphates cascade.

Immunoprecipitation seems to be the simplest method to test interaction between two proteins. For example, the in vitro avid binding of glutathione (GTH) to glutathione S-transferase (GST) is used in such a way that one protein is fused with GST (carried out using recombinant techniques (Smith & Johnson 1988, Kaelin et al. 1991)), and the fused protein is bound, by way of GST, to GTH previously attached to sepharose beads. The second protein is labeled (often with sulfur 35). If the two proteins interact with each other, a complex forms on the sepharose beads. The complex of two proteins with GST can be eluted by competition with an excess of free GTH (Smith & Johnson 1988) or by boiling in the presence of SDS (Kaelin et al. 1991). It is then subjected to SDS electrophoresis (Porter et al. 1997). If, in the course of the preparation of the fused protein, a sequence is incorporated for a site-specific protease (e.g. thrombin), the GST–protein bond can be cleaved and the two-protein complexes isolated (Smith & Johnson 1988). When radioactive labeling is not used, the two proteins–GST complex can be detected with fluorography (Ing et al. 1992).

The pull-down assay has been used in a number of studies. Examples of interactions investigated are as follows: estrogen receptor (ER with and without activation by estradiol) with SRC-1 (Mak et al. 1999, Nishikawa et al. 1999, Tremblay et al. 1999), hormone-binding domain of ER with a potential coactivator SPT6 (Baniahmad et al. 1995), ER-Δ with Transcription Intermediary Factor (TIF) proteins or with Gustatory Factor (GR) interactin proteins 1, ER-Δ and ER-β with TRAP220 (NR-binding submit of the mammalian mediator complex), progesterone receptor (PR) (activated by progesterone) with SRC-1, the orphan member of the steroid hormone receptor superfamily chicken ovalbumin upstream promotermexpression transcription factor (COUP-TFC) with Transcription Factor IID (TFIID) or ER.

Protein–protein interaction assays based on the fusion of N- and C-terminal to interacting proteins that regenerate enzymatic activity after dimerization are particularly well suited for monitoring inducible protein interactions. Wehrman et al. (2002) described a method to monitor protein–protein interactions in mammalian cells using the β-lactamase enzyme. In this approach, they utilized the complementary α and ω fragments of β-lactamase to build a protein interaction reporting assay. Fusion proteins are constructed with the α and ω fragments, and the interaction is tested by co-transfection in mammalian cells. If the α and ω domains are brought into close proximity, the activity of β-lactamase is recovered, allowing growth in ampicillin-containing media. When the two proteins cannot interact to form a complex, the formation of active β-lactamase is not favored (Fig. 2).

These systems have important advantages including low-level expression of the test proteins, generation of signal as a direct result of the interaction, and enzymatic amplification. Consequently, they are highly sensitive and physiologically relevant assays. Additionally, assays based on enzyme complementation can be performed in any cell type of interest or in diverse cellular compartments such as the nucleus, secretory vesicles or plasma membrane. Although several systems have been developed that use chimeras of proteins of interest and enzyme fragments to access protein interactions, each has its limitations (Wehrman et al. 2002). Clearly, the β-lactamase approach has great potential for determining protein interactions in mammalian cells.

Another approach called ubiquitin-based split-protein sensor (USPS) makes it possible to examine kinetic and equilibrium aspects of protein–protein interaction at its natural sites in a living cell (Johnsson & Varshavsky 1994). Ubiquitin (ub) is a small and conserved protein of 76 amino acids found in all euukaryotes. It is usually coupled to the N-terminus of proteins as a signal for their degradation by ubiquitin specific proteases (UBP). The enzymatic mechanisms of ub–protein conjugation and the role of ubiquitination in protein degradation have been largely established through studies using purified components from cell-free extracts (see Rechsteiner 1988).
The ubiquitin (ub) can be rationally dissected into two fragments and the fragments are fused to two test proteins that are thought to bind to each other. Folding of the ub from its fragments is catalyzed by the binding of the test proteins to each other and is detected with gene reporter. When a C-terminal fragment of ubiquitin is expressed as a fusion to a reporter protein, the fusion is cleaved only if an N-terminal fragment of ubiquitin is also expressed in the same cell. The reconstitution of the native ubiquitin from its fragment is recognized by a UBPI, resulting in the cleavage of the attached protein. The cleavage can be visualized with a stable reporter protein attached to the C terminus of ubiquitin.

In 1948, Förster formulated the principle of Fluorescence Resonance Energy Transfer (FRET), a phenomenon that occurs when two different chromophores (donor and acceptor) with overlapping emission/absorption spectra are separated by a suitable orientation and a distance in the range 10–80 Å. Recently, however, the introduction of the green fluorescent protein (GFP) to FRET-based imaging microscopy gave new life to its use as a sensitive probe of protein–protein interactions and protein conformational changes in vivo. This was the beginning of real-time in vivo imaging of dynamic molecular events. Intermolecular and intramolecular FRET between two spectrally overlapping green fluorescent protein variants fused to two different host proteins offer a unique opportunity to monitor real-time protein–protein interactions or protein conformational changes. Intermolecular FRET can occur between one molecule (protein A) fused to the donor and another molecule (protein B) fused to the acceptor. When the two proteins bind to each other, FRET produces a characteristic shift in the emission spectra (Truong & Ikura 2001). When they dissociate, FRET diminishes.

By using fluorescence digital imaging microscopy, one can visualize the location of GFPs within a living cell and follow the time course of the changes in FRET corresponding to cellular events at a millisecond time resolution. The observation of such dynamic molecular events in vivo provides vital insight into the action of biological molecules.

Limitations of FRET are the inter- and intramolecular spatial constraints and the sensitivity of detection, because there is no amplification of the signal. Finally, another technology for monitoring protein–protein interaction is bioluminescence resonance energy-transfer (BRET), which relies on the same principles as FRET, except that the donor is a bioluminescence macromolecule (Renilla luciferase) that acquires luminescence when activated by a cofactor (Xu et al. 1999). Angers et al. (2000) demonstrated that BRET could be used as a tool to study constitutive protein–protein interactions in vivo between β2 adrenergic receptor (β2AR) fused to Renilla luciferase and another fused to yellow fluorescent protein (YFP). β2AR is a G-protein-coupled receptor that forms a constitutive dimer. One disadvantage of BRET is its substantial overlap with the YFP emission, which contributes to a low signal-to-noise ratio.
ratio for the system (Xu et al. 1999). Therefore, BRET does not require an external excitation source, as each fluorophore is independent.

These two methods produce a significant number of false negatives, but they are useful because they are in vivo techniques.

We note that each of the techniques described above produces a unique distribution of interactions with respect to functional categories of interacting proteins. These differences in proteome coverage suggest that the various methods have specific strengths and weaknesses. The datasets based on purified complexes, for example, predict relatively few interactions for proteins involved in transport and signaling (possibly because they are enriched in transmembrane proteins, which are more difficult to purify). Similarly, interactions detected by the yeast two-hybrid technology largely fail to cover certain categories, such as proteins involved in translation (von Mering et al. 2002).

II: Mass spectrometry based methods

The high-throughput identification of proteins necessary for profiling experiments has become feasible because of advancements in mass spectrometry (MS) as well as bioinformatics (Fenyo 2000, Pandey & Mann 2000, Figeys 2003). Although protein interaction studies in yeast are fairly routine, the limiting factor in functional proteomics studies of human protein–protein interactions has been the number of cells required for the analysis. Fortunately, over the last several years, the sensitivity of mass spectrometry has continuously improved, thus significantly reducing the requirement for cellular material. Indeed, it is now possible to study protein–protein interactions by MS using a single dish of human cell lines (Figeys 2002).

Briefly, MS-based approaches generally consist of the selective purification and enrichment of a bait protein and its interactors from a cell lysate. The isolated proteins are digested into peptides using a protease such as trypsin. The peptide mixtures are then analyzed by mass spectrometry, and protein interactors are identified by database searching. Immunological methods such as immunoprecipitations (in vivo) or purifications are commonly used to isolate protein complexes. These methods often utilize tagged target proteins. A variety of expression vectors with different tag sequences have been designed for fusion to almost any target protein that can be cloned and expressed in a microbial host. A cDNA clone coding for a tagged bait protein is engineered, cells are transfected with the clone, and the expressed protein and its interacting protein partners are purified using the tag present on the bait. The properties of the additional tag provide a handle for purification of the fusion protein by affinity chromatography. The size of these tags can range from only one or a few amino acids to complete proteins and can be attached to either the N- or the C-terminus of the desired protein or, in some applications, to both termini. The biological activity of the fusion proteins depends on the location and on the amino acid composition of the tag (Buchez et al. 2002).

Two common affinity tags are GST and FLAG. Immunoprecipitation approaches using antibodies against these tags (Einhauer & Jungbauer 2001) are often used for the purification/enrichment of protein complexes. These affinity tag systems share the following features: (a) one step adsorption purification; (b) a minimal effect on tertiary structure and biological activity; (c) simple and accurate assay of recombinant protein during purification; (d) applicability to a number of different proteins. Furthermore, the protein of interest may be expressed in a relevant cell line. Unfortunately, because of the need for transfection, this technique is not useful for mapping interactions in tissues.

Rigaut et al. (1999) have described a technique that might more efficiently isolate low abundance complexes. A fusion cassette encoding calmodulin-binding protein (CBP), a TEV cleavage site, and ProtA was constructed and named the tandem affinity purification (TAP) tag. The cDNA of a bait protein is cloned with this cassette followed by the introduction into the host cell or organism. The fusion protein and associated components are recovered from cell extracts by affinity selection on an IgG matrix. After washing, the TEV protease is added to release the bound proteins. In a second affinity purification step, the eluate is incubated with calmodulin-coated beads in the presence of calcium. The two purification steps help to reduce the number of non-specifically bound proteins. However, weakly bound or transient interactions may not be recovered.

Simple generic affinity purification methodologies have increasingly been applied for the purposes of large-scale proteomic studies, particularly in yeast. However, these often use reagents (e.g. antibodies) of variable affinities that increase background and/or intermediate steps (e.g. purification or affinity tag removal) that restrict their simple application in more complex protein sources such as mammalian cells. de Boer et al. (2003) presented an attractive approach for protein complex purification based on the very high affinity of avidin/streptavidin for biotinylated templates. They coexpressed bacterial BirA biotin ligase and hematopoietic transcription factor taget by an N-terminal fusion of small artificial peptide. These tags have been successfully biotinylated in bacterial, yeast, insect and mammalian cells (Cronan 1990, Cronan & Reed 2000, Parrott & Barry 2000, 2001). Biotinylation can occur either by endogenous protein-biotin ligases or through the coexpression of exogenous biotin ligase, in most cases that of the bacterial BirA enzyme. The advantage of this technique is that tagged proteins can be efficiently and specifically biotinylated in mammalian
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cells and transgenic mice and can be efficiently purified in a single step by binding to streptavidin beads.

**Large scale projects**

Two recent large-scale analyses of protein complex composition in *S. cerevisiae* by Gavin *et al.* (2002) and Ho *et al.* (2002) have generated an unprecedented amount of protein interaction information. Similar strategies were adopted in both studies. Tagged proteins were used to capture complexes whose protein components are subsequently identified using mass spectrometry (Fig. 3).

In the study by Gavin *et al.* (2002), bait proteins were generated by inserting, using homologous recombination, a gene-specific cassette containing a TAP tag at the 3' end of the target genes. In this study, 1739 genes were tagged, and 1167 genes were expressed in yeast. The interacting proteins were purified by the high-affinity (TAP) purification method of Rigaut *et al.* (1999) and then separated by gel electrophoresis. At this stage, only 589 of the 1739 attempted baits were successfully purified. Of these, roughly 130 baits did not provide interactors. In total, 1440 yeast proteins were identified, representing approximately 25% of the yeast genome. Simultaneously, Ho *et al.* (2002) used recombinant based cloning to add a FLAG epitope tag to 725 yeast genes. These clones were then transfected in yeast. Once expressed, the baits and their interactors were purified and separated by gel electrophoresis. Interactions were discovered for roughly 70% of the clones for a total of 1578 different interacting proteins, again representing approximately 25% of the yeast genome.

Thus, in spite of the differences in tagging methods, the two studies reached a similar conclusion. A wide majority of the targets were found to be associated with other proteins, confirming that most proteins exist as complexes rather than as monomeric entities. Although large in scope, these projects provide only a partial analysis of the yeast protein–protein interaction space, together providing information on 2283 yeast proteins covering about 25% of the yeast proteome.

Although a large number of protein interactions were identified in these two studies, these strategies have some

---

**Figure 3** Experimental approach to determine protein–protein interactions. (A) Sequence and structure of the TAP tag. The various domains constituting the tag are indicated. (B) The purification protein assemblies are separated by denaturing gel electrophoresis. The separated proteins are then digested by trypsin, and the resulting peptides are analyzed by mass spectrometry. (C) Using bioinformatics methods, interacting proteins can be characterized.

---

For more information, visit [www.endocrinology-journals.org](http://www.endocrinology-journals.org)
drawbacks. Because the tagged protein is overexpressed, its stoichiometry is not the same as that of its partners in the complex, and therefore it must compete for complex assembly with the nontagged version of the protein encoded in the genome. In addition, the single step purification may be insufficient for recovering low abundance complexes above the background of the overexpressed protein. The more stringent two-step TAP purification utilized by Gavin et al. permits the recovery of complexes present at levels as low as 15 copies per cell (Puig et al. 2001, Gavin et al. 2002). However, the method of homologous recombination cloning is not readily compatible with mapping interactions in human proteins. Conversely, the method used by Ho et al. (2002) is readily applicable to the mapping of protein–protein interactions in human.

There are clear advantages and disadvantages to each of the TAP and FLAG approaches, as noted in a recent study by von Mering et al. (2002). The advantages are that the interactions are formed in relevant cell lines and that the tag is small and has limited interference with the protein function or its localization (Figeys 2003). The principal disadvantage is a high false positive rate, particularly as the immunoprecipitations were only performed once for the high-throughput studies in yeast (Gavin et al. 2002, Ho et al. 2002). Differentiating non-specific binding could be an issue when limited repetitions of experiments are performed. Also, the increased level of expression of the bait protein could increase the occurrence of non-specific interactions. Furthermore, these approaches might miss some complexes that are not formed under the given conditions, either because tagging may disturb complex formation, or because loosely associated components may be washed off during purification.

Targeted approaches

The last section described large scale studies for detecting protein interactions, but these same techniques have been applied in more targeted studies.

The application of the TAP approach in mammalian cells has not been fully explored (Bauer & Kuster 2003). In yeast, it is relatively easy, using homologous recombination, to replace the gene encoding the endogenous protein by a recombinant tagged version. The expression levels of the tagged protein often track the endogenous protein. However, this has recently been accomplished in cultured mammalian cells via retroviral gene transfer (Knuesel et al. 2003). The TAP tag retroviral expression vector was fused to the N-terminus of the human SMAD3 and SMAD4 to allow stable expression of the TAP-tagged proteins at close to the physiological levels in mammalian cells. Retroviral gene transfer allows stable expression of exogenous proteins in a variety of mammalian cell lines within two days of infection. This publication demonstrates the power of combining epitope tagging into a bicistronic retroviral vector with mass spectrometry to identify proteins that form complexes with endogenous components. The authors have identified HSP70 as a specific interacting protein of SMAD3 in vivo. It is conceivable that rapid purification of tagged exogenous proteins from cultured mammalian cells will facilitate analysis and identification of expressed proteins in various physiological states.

There are very few publications relating to the analysis of endocrine-related protein–protein interactions with mass spectrometry. However, this number is expected to rise as endocrinologists utilize these techniques more frequently.

Ranish et al. (2003) have published a method for the mapping of protein–protein interactions that minimizes the number of false positives. In this study, stable isotope tagging with isotope-coded affinity tag (ICAT) reagents and mass spectrometry were used to determine the specific composition and changes in the relative abundance of components of protein complexes. Proteins isolated from the two specific purifications were labeled with either heavy or normal stable isotope tags (Gygi et al. 1999, Cagney & Emili 2002, Zhou et al. 2002). The commercially available ICAT reagent utilizes a reactive group that is specific for cysteine thiol residues in proteins and peptides. After proteolysis, sample complexity is reduced in three sequential chromatographic steps. The samples are then analyzed by nano-liquid chromatography mass spectrometry/mass spectrometry (nano-LC-MS/MS), where the peptide pairs labeled with heavy and light tag are quantified by measuring their peak ratios as they co-elute from a reversed phase HPLC column into the mass spectrometer. The resulting MS/MS spectra are used to search protein databases using SEQUEST (Yates et al. 1995a,b, Perkins et al. 1999) to sequence the peptides and thus identify the proteins from which they originated. The relative quantification can be used to distinguish specific complex components from co-purifying proteins or to detect changes in the abundance and composition of complexes isolated from cells in different states.

This quantitative proteomics strategy provides a way of reliably distinguishing specific complex components from co-purifying proteins, even when the specific components are more than 20 times less abundant than the co-purifying proteins. Thus, the ICAT technology offers an alternative approach for analysis of complexes isolated by simple one-step affinity purifications. Protein losses resulting from multiple purification steps are avoided, and the potential to identify weakly associated proteins is increased. There are, however, some limitations to this isotopic labeling approach. The ICAT method requires proteins to contain cysteine residues flanked by appropriately spaced protease cleavage sites. Because cysteine residues are relatively rare in proteins, sequence coverage is quite poor, and some proteins may not be identified. In
addition, the ICAT method is not well suited to the
detection of protein post-translational modifications or
protein isoforms generated by alternative mRNA splicing
(Patton et al. 2002).

Comparison of methods
Deng et al. (2003) compared the data from all the large-
scale yeast interaction screens. They developed a maxi-
mum likelihood estimation method to assess the reliability
of the interaction data, and found that the Uetz data were
more reliable than the Ito data, and that the Gavin data
were more reliable than the Ho data. In addition, they
suggested that the MS-based analysis of protein com-
plexes performed better in function predictions than the
two-hybrid data, thus validating the theory that each
component of a complex can be assigned a function based
on that of the whole complex.

Protein complex formation is seen as more than the
sum of its binary interactions (Gavin et al. 2002). Because
the two-hybrid system is suited to the characterization of
binary interactions, it may not be adequate for the
comprehensive analysis of protein complexes. In contrast,
MS-based approaches allow for the isolation of large protein complexes and for the detection of
networks of protein interactions. However, MS-based
approaches are biased towards highly abundant,
stable complexes, whereas the two-hybrid system is
particularly useful for the detection of weak or transient
interactions.

It is clear that yeast two-hybrid and MS-based
techniques have both independently made significant
impacts on our understanding of the interactome.
However, both techniques have many associated
problems that, if used alone, limit the information provided.

Known macromolecular complexes provide a defined
and objective set of protein interactions with which to
compare biochemical and genetic data validation.
Edwards et al. (2002) show that a significant fraction of
the individual interactions reported in the literature are
inconsistent with the known 3D structures of three
complexes (RNA polymerase II, Arp2/3 and the
proteasome).

The proteasome and Arp2/3 subunits were also ana-
yzed as part of several genome-wide yeast two-hybrid
screens. In the first, carried out by Uetz et al. 2002 and
colleagues, five interactions involving proteasome subunits and other proteins were uncovered, but not even one
interaction between two known proteasomal subunits was
found. This dataset also did not contain any interaction
between Arp2/3 subunits. Ito et al. 1997 identified 30
interactions between proteasome subunits and non-
proteasome proteins, but only one intra-complex interac-
tion. Their screen correctly identified one interaction
between Arp2/3 subunits.

For the three complexes they studied, the in vivo pull
down method was quite successful in identifying subunits
that interact within the complex. In the case of RNA
polymerase, two of ten polymerase subunits were tagged
and the co-purifying proteins identified. Half of the sub-
units known to interact directly with these subunits were
detected, for a false-negative rate of 50%. When a subset
of the Arp2/3 and the proteasome subunits were tagged,
there were no false negatives; all interactions present in
the crystal structure were found in the datasets.

von Meering et al. (2002) demonstrated that each
large-scale interaction study produces a unique distri-
bution of interaction with respect to functional
categories of interacting proteins. Our view of the
interactome can only be enhanced when data from yeast
two-hybrid and MS approaches, in combination with
other data, are integrated.

III: Protein microarrays
A more direct approach for the global identification
of biochemical activities uses functional protein micro-
arrays. In this technique, sets of proteins or an entire
proteome are overexpressed, purified, distributed in an
addressable array format, and then assayed.

The major limitation in the production of functional
protein microarrays has been the preparation of proteins
to analyze. This requires high-quality and comprehensive
expression libraries and array production methods that
yield a large number of functionally active proteins. The
basic technologies necessary for producing this protein
content (i.e. cDNA cloning, PCR, recombinant protein
expression and purification) have been in place for a
number of years. However, various efforts to integrate
these technologies into automated, high-throughput sys-
tems for the industrial-scale production of proteins have
only recently got underway. These efforts range from the
C. elegans ORFeome project to the various public efforts to
generate human gene collections (Vaglio et al. 2003).
One such publicly funded collection is the Unigene set, which
has been generated from a human fetal brain cDNA
library (Bussow et al. 2000). Other collections include the
Full-length Expression (FLEX) Gene Repository (Bri-
zuela et al. 2001, 2002), the Integrated Molecular Analysis
of Genomes and their Expression (IMAGE) cDNA collec-
tion and the associated sequence verified Mammalian
Gene Collection (MGC) Full-length Clone Collection
(Lennon et al. 1996).

The most common substrates for functional protein
microarrays are glass microscope slides, as these are
compatible with many commercial scanners. Proteins
are attached to the surface via either direct covalent
methods, linkers, or affinity tags. The bound proteins are
then assayed for binding or enzymatic activities.
MacBeath and Schreiber (2000) used this format to
demonstrate that they could detect antibody–antigen
Interactions, protein kinase activities, and protein interactions with small molecules.

Protein microarrays are very useful since the experimental conditions can be well controlled. For example, different cofactors or inhibitors can be introduced in the binding assays to adjust the stringency of the binding activities. Another advantage of this approach is that these highly parallel assays are not biased towards abundant proteins. In addition, with proper detection methods, proteome chips can be used to identify the downstream targets of various enzymes such as kinases, phosphatases, methyl transferases, and proteases.

Zhu et al. 2001 have provided a conclusive demonstration that proteome microarrays can be used to screen for protein–protein interactions (Zhu et al. 2001). For example, 39 calmodulin-interacting proteins were identified by adding biotinylated calmodulin to a chip printed with the majority of the yeast proteome. Within this set, several expected calmodulin-binding proteins as well as 33 novel calmodulin-interacting proteins were revealed. In a single experiment, a new consensus binding site for calmodulin was defined.

Several of the interactions with calmodulin were missed in the large-scale yeast two-hybrid and/or the affinity purification-MS studies, including the well-known interaction of calmodulin with calmodulin kinase.

IV: Bioinformatics methods

The development of experimental techniques for detecting protein–protein interactions has generated an extensive amount of data from which biological and biomedical research will greatly benefit. This has created the dilemma of how to effectively utilize the vast amount of information gathered through these large-scale studies. Thus, there is clearly a need to develop systematic bioinformatics approaches that can determine protein function and define how these macromolecules interact within complex networks.

These bioinformatics methods include well known and novel approaches: data mining, annotation by sequence similarity, phylogenetic profiling, metabolic pathway mapping, gene neighbor and domain name fusion analyses.

Development of protein–protein interaction databases

Building an accurate and complete cellular map, tantamount to a dynamic high dimensional information matrix, will require the integration of many layers of systematic cellular and molecular biology experimental efforts. This will require powerful information storage, query capacity and analysis engines to effectively manipulate data.

Until recently, most of the biomolecular interaction and pathway data were stored in printed journal articles where the information is difficult to manage and compute upon. Therefore, various groups have attempted to compile databases of protein–protein interaction data. Data repositories such as BIND (Bader et al. 2003), DIP (Xenarios et al. 2002), GRID (Breitkreutz et al. 2003a), SGD (Christie et al. 2004) and HPRD (Peri et al. 2004) aim to integrate the diverse body of experimental knowledge about interacting proteins into a single, easily accessible database. The primary goal of these databases is to extract and integrate the wealth of information about protein–protein interactions accessible in many different scientific journals and in archives such as MEDLINE (National Library of Medicine, MD, USA). These databases also offer tools to visualize networks of interactions, to map pathways across taxonomic branches, and to generate information for kinetic simulations.

However, practically all medium- to large-scale projects develop their own systems for the storage, representation and analysis of protein interaction data. In addition to the duplication of work, this results in a high degree of incompatibility between different protein interaction datasets. Consequently, the need for common formats to allow data exchange between both public and commercial database systems has been recognized, as has a growing need for the establishment of public data repositories in which published data can be deposited and retrieved by scientists working in the field and wishing to further analyze this information. The Proteomics Standards Initiative (PSI) of the Human Proteome Organization (HUPO) are developing a standard data format for the representation of protein interaction data (Orchard et al. 2004).

Building and maintaining databases require a substantial amount of effort. Thus, creating a database large enough to capture cell map information will require massive community investment and commitment and innovation, ranging from the individual researcher (biologists to computer scientists and database developers) to the funding agencies and journals. To date, the majority of protein–protein interactions reported in many databases are for S. cerevisiae, for which the most comprehensive protein–protein interaction datasets are available. The reliability of the data appears to be limited by the high number of false-positive interactions (Legrain et al. 2001), which complicate the identification of biologically relevant interactions. There are, however, compilations of data from other species. Suzuki et al. (2003) described the development of a mammalian protein–protein interaction (PPI) database. In this database are stored the mammalian PPIs identified through their own PPI assays (represented as internal PPIs), as well as those extracted and processed from publicly available data sources, such as the DIP and BIND databases and MEDLINE abstracts (represented as external PPIs). The internal and external PPIs...
have been integrated into the PPI database, which is linked to the main FANTOM2 (Kasukawa et al. 2003) viewer. The PPI viewer can be very useful for identifying interactions of significant biological interest in the network of interactions. Using the PPI viewer, the author found a novel interaction partner of TRAF2, a key adaptor molecule involved in tumor necrosis factor (TNF)-induced signaling pathway. The author has verified the interaction experimentally and designated the partner as T2 BP (TRAF2 binding protein (Kanamori et al. 2002)). Another example of the utility of the PPI database and viewer is single stranded DNA-binding protein 2 (SSBP2). Kasukawa et al. (2003) identified in their PPI assay 14 interaction partners of these proteins. But, when they modified parameters (luciferase reporter activity), they found that this protein interacts with four proteins containing LIM domains, three of which are LIM heterodomain transcription factors; the remaining one is LIM domain only (LMO) protein LMO4. The SSBP2 is suggested to possess tumor-suppressor activity through gene dosage or other epigenetic mechanisms (Castro et al. 2002). In addition to the evidence that deregulated expression of the LMO family proteins LMO1, LMO2 and LMO4 are associated with oncogenesis, several reports suggest that other LIM domain proteins are also involved in leukemogenesis (Wu et al. 1996, Rabbitts 1998, Visvader et al. 2001, Kawamata et al. 2002). These results suggest that interaction of the LIM proteins with SSBP2 plays an important role in the molecular mechanism of tumor-suppressor activity of SSBP2.

Another resource freely available to academic institutions is the Human Protein Reference Database (HPRD), which integrates information relevant to the functions of human proteins in health and disease (Peri et al. 2003). Protein information such as interactions, post-translational modifications, enzyme/substrate relationships, disease associations, tissue expression, and subcellular localization has been incorporated into this database. Information has been extracted from the literature by biologists who have read and interpreted >300 000 published articles to date. The HPRD continues to grow at a rapid pace and aims to become a comprehensive source of information for human proteins. At the time of writing, HPRD comprises 8346 entries representing pairs of proteins known to mutually bind.

In the field of molecular endocrinology, there is no specific database for protein–protein interaction. However, Duarte et al. (2002) have developed Nurebase (http://www.ens-lyon.fr/LBMC/laudet/nurebase/nurebase.html), a database containing protein and DNA sequences, reviewed protein alignments and phylogenies, taxonomy and annotations for all nuclear receptors. The importance of nuclear receptors has prompted the accumulation of rapidly increasing data from a great diversity of fields of research: sequences, expression patterns, three dimensional structures, protein–protein interactions. The aim of this database is not to develop a specific protein–protein interaction database but to present an integrated database with a unique, interactive interface, centralizing up-to-date information about nuclear receptors for the specialist and non-specialist.

In conclusion, it is essential to develop and maintain protein–protein interaction databases. These databases constitute a platform for data mining and visualization of protein interaction networks. Also, it is important to develop databases that focus on other organisms, such as mammals, because large-scale analysis will soon produce a huge number of protein–protein interactions.

**Literature mining for protein–protein interactions**

Mining the literature for information is essential for transforming discoveries reported in the literature into a database. Several automated text mining tools have been developed. These methods identify journal articles containing information about biomolecular interactions and confirm sentences that mention specific protein–protein interactions. The most popular methods for document categorization are based on Natural Language Processing (NLP), Naïve Bayes (Marcotte et al. 2001), decision trees (Wilcox & Hripcsak 1999), neural networks, nearest neighbor and support vector machine (SVM). Due to the complexity and variety of the English language, the Natural Language Processing approaches are inherently difficult and therefore less applicable (Eisenberg et al. 2000). Moreover, several methods for the extraction of interaction information and other biological relationships from the literature have recently been described (Humphreys et al. 2000, Proux et al. 2000, Rindflesch et al. 2000, Stapley & Benoit 2000, Thomas et al. 2000, Friedman et al. 2001, Nagashima et al. 2003).

PreBind (Donaldson et al. 2003) is an approach complementary to BIND for finding interaction data in the over 14 million PubMed abstracts. PreBind functions as follows: (1) SVM technology is used to identify articles about biomolecular interactions and confirm sentences that mention specific protein–protein interactions; (2) protein names and their gene symbols are derived from a non-redundant sequence database (RefSeq) and from the *S. cerevisiae* Genome Database (SGD); (3) this information extraction system is coupled to a human-reviewed data-entry queue for a publicly available BIND.

The PreBind parser collects synonyms for proteins present in the NCBI RefSeq sequence database and the *S. cerevisiae* genome database and stores them in the PreBind database. The PubMed literature database is then queried for each of these protein names, and the PubMed identifiers for abstracts returned by these searches are also stored in the PreBind database. These abstract identifiers are retrieved and assigned a score that describes the relative likelihood that the article
contains molecular interaction information. This step is accomplished using textomy, or text anatomy (http://www.litminer.ca/), a text processing software that uses SVM to capture the statistical pattern of words used in papers that have previously been presented to the machine as ‘papers of interest’. Textomy is employed in a second round to score the likelihood that an interaction is described for any given pair-wise combination of proteins mentioned in an abstract. These potential interactions are stored in the PreBind database. Once the user has reviewed the potential interactions, they could subsequently submit them to the BIND database.

**Computational methods**

For predicting functional associations (including direct binding), the current growth in completed genomes offers unique opportunities through the use of so-called genomic context or non-homology based inference methods. These methods are based on the fact that functionally associated proteins are encoded by genes that share similar selection pressures. The genes need to be maintained together, and regulated together, such that the encoded proteins can interact at the same time and place in the cell.

Marcotte et al. (1999) have investigated computationally whether protein–protein interactions can be recognized from genome sequences. Genes whose protein products need to interact closely in the cell have a noticeable tendency to be fused into a single gene, encoding a combined polypeptide in which the proteins have a higher chance of interacting productively. For example, their analyses showed that two proteins (Gyr A and Gyr B in *E. coli*) are fused into a single chain in another organism (topoisomerase II in yeast: Rosetta Stone protein). In this way, the domain fusion analysis makes two distinct predictions. It predicts potential protein–protein interactions, and it predicts protein pairs that have related biological functions (e.g. proteins that participate in a common structural complex, metabolic pathway or biological process). Furthermore, predicted potential protein–protein interactions may be constructed into putative pathways, as shown in Fig. 4. Pathways B and D are constructed from the proteins in pathways A and C with connections predicted by the domain fusion method to interact with other proteins of the pathway. Taken from Marcotte et al. (1999) and reproduced with permission from *Science*.

**Figure 4** Reconstruction of two metabolic pathways in *E. coli*. Pathways A and C (shikimate and purine) are constructed from the proteins in pathways A and C with connections predicted by the domain fusion method to interact with other proteins of the pathway. Taken from Marcotte et al. (1999) and reproduced with permission from *Science*.

Marcotte et al. (1999) have investigated computationally whether protein–protein interactions can be recognized from genome sequences. Genes whose protein products need to interact closely in the cell have a noticeable tendency to be fused into a single gene, encoding a combined polypeptide in which the proteins have a higher chance of interacting productively. For example, their analyses showed that two proteins (Gyr A and Gyr B in *E. coli*) are fused into a single chain in another organism (topoisomerase II in yeast: Rosetta Stone protein). In this way, the domain fusion analysis makes two distinct predictions. It predicts potential protein–protein interactions, and it predicts protein pairs that have related biological functions (e.g. proteins that participate in a common structural complex, metabolic pathway or biological process). Furthermore, predicted potential protein–protein interactions may be constructed into putative pathways, as shown in Fig. 4. Pathways B and D are constructed from the proteins in pathways A and C with connections predicted by the domain fusion method.

The genetic requirement for maintaining functionally associated genes together becomes apparent when they are conserved phylogenetically. The genes tend to be either present together or absent together. That is, they have the same phylogenetic profiles. This is the computational approach described by Pellegrini et al. (1999) and Huynen and Bork (1998). For example, phylogenetic profiles show that if two proteins have homologs in the same subset of fully sequenced organisms, they are likely to be functionally linked. The authors describe a new tool for identifying the complex or pathway in which a protein participates. This type of analysis is useful because functionally linked proteins may have no amino acid sequence similarity with each other, and therefore they cannot be linked by conventional sequence alignment techniques.

Dandekar et al. (1998) described an approach based on conserved gene pairs and correlated prokaryotic interacting gene products. The need for similar regulation is often reflected in a tendency for functionally associated genes to be close neighbors in prokaryotic genomes, where they generally have the same transcriptional orientations and little or no sequence similarity. This study analyzed nine completely sequenced genomes and demonstrated that a conserved gene order could be correlated with physical interaction between the encoded proteins. The comparison provides additional strong support for this concept.

These computational methods have some limitations. Because investigators concentrate on different organisms, or reporting is confined to partially hypothesized interaction results, it is difficult to compare the predictive power of these various computational methods in an objective manner.

Bock and Gough (2001) reported a method to expand the range of prediction to whole proteomes using computational statistical learning theory. In contrast to the above-cited investigations, the methodology reported by Bock and Gough takes an entirely different approach to computational prediction of protein interactions. Given a database of known protein–protein interaction pairs, a machine learning system was trained to...
recognize interactions based solely on primary structure and associated physiological properties. The prediction methodology generates a binary decision about potential protein–protein interactions. This suggests the possibility of proceeding directly from the automated identification of a cell's gene products to inference of the protein interaction pairs, facilitating protein function and cellular signaling pathway identification.

Although much effort has been put into methods for identifying interacting partners, there has been a limited focus on comparing these interactions with those known from three-dimensional (3D) structures. Decades of x-ray crystallography have produced hundreds of structures for protein complexes, and these structures provide a rich source of data for learning principles of how proteins interact and for validating interactions determined by other methods. Although the number of complexes of known 3D structures is relatively small, it is possible to expand this set by considering homologous proteins. Aloy & Russell (2002) have used 3D complex structures to model putative interactions in order to assess the structural compatibility of proposed protein–protein interactions. The method can correctly predict interactions within several systems. Given a known 3D complex structure and homologous sequences for each interacting protein, the method can rank the likelihood of all the possible interactions between the homologs of the same species.

A recent publication by Tien et al. (2004) described a systematic approach that can predict potential targets in silico to aid in understanding how complex biological systems work. The authors combined experimental large-scale interaction data, data mining and bioinformatics methods. The goal was to create a virtual protein–protein interaction map for Aurora family kinases. This involved a combination of extensive literature searches, database analyses of various yeast protein–protein interactions, homology searches and analysis of expression databases. The potential interactors were subjected to laboratory approaches to validate the predicted biochemical interactions.

Finally, databases that integrate different computational methods to predict protein interactions have been developed. For example, the STRING (von Mering et al. 2003) and POINT (Tien et al. 2004) databases can predict interactions between proteins. Although the STRING database can predict interactions, this database focuses on identifying the neighboring genes in the genomic context and does not include any experimental protein–protein interactions. The POINT database provides novel insights into protein–protein interaction networks in combination with publicly accessible microarray databases.

V: Interactome

The use of network visualization and modeling tools such as Cytoscape (Fig. 5) (http://www.cytoscape.org), Osprey (Breitkreutz et al. 2003b) and Biolayout (Enright & Ouzounis 2001) is critical for understanding data relationships. Network visualization can be very useful for identifying interactions of significant biological interest. Typically, interaction networks are viewed within a graphic application that represents genes as nodes and interactions as edges between nodes. Such a viewer has been developed by Suzuki et al. (2003). Their visualization tool is useful because it can incorporate interactions from various resources into a single window. Information about protein–protein interactions beyond the protein of interest may be viewed in the interaction network. Proteins of interest can be searched by either accession numbers or identifiers or keywords. Using their PPI viewer, they found a novel interaction partner of TRAF2, a key adaptor molecule involved in the TNF-induced signaling pathway. Several additional interactions whose biological significance was successfully suggested through the use of the PPI viewer are also identified. Indeed, these visualization tools must be developed as the interactive entry point to the integrated cell map, where a gene of interest connects directly to the latest information about that gene and its relationships.

VI: Bioinformatics applications

The determination of protein/peptide sequences is a basic requirement for biomedical research, including protein–protein interactions. It is absolutely essential for the characterization and identification of proteins and peptides. The investigator will want to find out as much as possible about specific proteins or peptides. The first step in this process is to look for similarities with already discovered peptide sequences/proteins. This is accomplished by comparing the novel sequence with those contained in biological databases.

Biological databases

Biological databases are archives of consistent data that are stored in a uniform format and an efficient manner. These databases contain data from a broad spectrum of molecular biology areas. Primary or archived databases contain information and annotation of DNA and protein sequences, DNA and protein structures, and DNA and protein expression profiles.

Specialized databases for specific subjects have been set-up: for example the non redundant (nr) database from NCBI (National Center for Biotechnology Information: http://www.ncbi.nlm.nih.gov), EMBL database from EMBL (European Molecular Biology Laboratory: http://www.embl.org), UniProt/Swiss-Prot protein database [http://www.uniprot.org] and PDB (http://www.rcsb.org/pdb/) a 3D protein structure database. There are also specialized databases for protein–protein interactions such as: BIND (http://www.bind.ca/)
DIP (Database Interacting Proteins: http://dip.doe-mbi.ucla.edu/), HPRD (http://www.hprd.org/) and Nurebase for molecular endocrinology (http://www.ens-lyon.fr/LBMC/laudet/nurebase/nurebase.html) Scientists also need to be able to integrate the information obtained from the underlying heterogeneous databases in a sensible manner in order to be able to get a clear overview of their biological subject. Entrez from NCBI (http://www.ncbi.nlm.nih.gov/Entrez/index.html) or SRS (Sequence Retrieval System: http://srs.ebi.ac.uk) from EBI are powerful, querying tools providing links to information from more than 150 heterogeneous resources.

For the construction of protein–protein interaction networks, identification of the protein–protein interactions may use the keyword search functions provided at BIND, HPRD or DIP. Proteins without assigned names or without characterized functions as listed at genome (http://www.stanford.edu) are excluded. Protein annotation is also provided at the above website and in Gene Ontology (www.geneontology.org), permitting selection of proteins that fit the inclusion criteria (mitochondrial, nucleus, spindle pole ...).

Another tool which is very useful to find protein–protein interactions in the literature is PreBIND. This data mining tool locates biomolecular interaction information in the scientific literature (http://www.blueprint.org/products/prebind/).

Once all the biological data is stored and is easily available to the scientific community, the requirement is then to provide methods for extracting meaningful information from the data. Bioinformatics tools are software that are designed to carry out this analysis step.

There exists different databases that integrate different computational methods to predict protein interactions. For example, STRING (http://string.embl.de/) is a database of predicted functional associations among genes/proteins.

Finding protein interaction homologs for different model organisms will be accomplished by similarity searching tools such as BLAST (http://www.ncbi.nlm.nih.gov/BLAST/). This tool can be used
to identify similarities between novel query sequences of unknown structure and function and database sequences whose structure and function have been elucidated. For refining models about protein–protein interaction, the BLAST search provided by BIND (BINDBlast. http://www.bind.ca/BINDBlast) could be used.

After putative protein–protein interaction homologs have been found using the above tools, the protein sequences may be translated from their sequences in the GenBank database and aligned using the CLUSTALW program (http://www.ebi.ac.uk/clustalw/).

To determine the protein function, many groups of programs enable protein sequences to be compared with a secondary protein database that contains information on motifs, signatures and protein domains. For example, Pfam (http://www.sanger.ac.uk/Software/Pfam/) is a large collection of multiple sequence alignments and hidden Markov models covering many common protein domains and families, Prodom (http://proteindb.toulouse.inra.fr/prodom/current/html/home.php) and PROSITE (http://www.expasy.org/prosite/prosite_details.html) are databases of protein families and domains. Highly significant hits against these different pattern databases allow the approximation of the biochemical function of your query protein.

Conclusions

The methods presented here provide a toolbox for the elucidation of protein interactions. In an organism with tens of thousands of genes, it is difficult to establish comprehensive protein–protein interaction data sets, because the total number of experiments is estimated to be far larger than for budding yeast. It will be necessary to analyze the experimental protein–protein interaction data together with publicly available information on mammalian protein–protein interaction. The diverse nature of the interactions discovered thus far illustrates that the methods presented here are highly complementary, and all are needed to cover the diverse protein synergies in the cell.

The mapping of protein interactions will be the key to better understanding of human protein function and diseases. Novel experimental and bioinformatics tools have accelerated the deciphering of protein interactions. In addition, emerging technologies such as protein microarrays, live cell microarrays, and RNAi hold the promise of systematically studying the entire human proteome. As high-throughput functional genomics and proteomics technology and bioinformatics develop concurrently, these technologies will become more accessible to the individual laboratory. Researchers will thus be empowered to ask increasingly more interesting and complex biological questions. Mapping protein complexes combined with other biological and genomic information will provide the framework of a physical map of the cell that can be filled in with ever-increasing details to encompass metabolic and signaling pathways. Given the advantages provided by an in silico approach, it seems reasonable to propose that it will become an essential tool for initially evaluating novel hypotheses and will offer an improved rationale for target prioritization. The goal is that only the most promising targets will be subjected to empirical testing.

A collection of protein interaction database web sites

BIND, Biomolecular Interaction Network Database: http://www.bind.ca
DIP, Database of Interacting Proteins: http://dip.doe-mbi.ucla.edu/
PIM – Hybrigenics: http://pim.hybrigenics.com/pimriderext/common/index.jsp
MINT, a Molecular Interaction Database: http://mint.bio.uniroma2.it/mint/
GRID, The General Repository for Interaction Datasets: http://biodata.mshri.on.ca/grid/servlet/Index
InterPreTS, Protein interaction prediction through tertiary structure: http://www.russell.embl.de/interprets/STRING, predicted functional associations among gene/proteins: http://string.embl.de/
InterDom, Database of putative interacting protein domains: http://interdom.lit.org.sg/
The Human Protein Interaction Database: http://wilab.inha.ac.kr/hpid/
ADVICE, Automated Detection and Validation of Interaction by Co-Evolution: http://advice.i2r.a-star.edu.sg/
InterWeaver, protein interaction reports with online evidence: http://interweaver.i2r.a-star.edu.sg/
PathBLAST, alignment of protein interaction networks: http://www.pathblast.org/bioc/pathblast/blastpathway.jsp
ClusPro, a fully automated algorithm for protein–protein docking: http://nrc.bu.edu/cluster/
HPRD, Human Protein Reference Database: http://www.hprd.org/
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